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Purpose
a framework for AI systems that ensures:

• safety

• transparency

• accountability

Respect
1. existing laws

2. fundamental human rights

3. user safety

EU
AI Act
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Innovation and regulation balance
Foster innovation while providing legal certainty 

for anyone in the AI value chain, facilitating the 

development of AI in a manner that benefits 

society.

Global ethical leadership
First horizontal framework for AI governance.

Prior work is not as comprehensive (IBM, Google).



Ethical AI in practice
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Prior work from tech giants:
• Google’s AI principles that describe their commitment to 

developing responsible technology (2018)

• Microsoft’s Ethical AI: five key principles to consider to implement 

responsible and ethical AI (2019)

• IBM’s AI explainability 360: Open-source toolkit that helps you 

comprehend how machine learning models predict labels (2019)

EU first draft arrived in 2019
• The EU's Ethics Guidelines mandate AI to be lawful, ethical, and 

robust, focusing on human oversight, safety, and fairness

• GDPR, ESG
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EU
AI Act

Outcome
Facilitates the development of a single market of 

AI systems that are: 

• Lawful 

• Safe and trustworthy

Comprehensive scope
Covers a broad range of AI applications ensuring 

a tailored regulatory approach that encourages 

technological advancement.







General-purpose AI (GPAI) 

Depends on model size, impact, compute

Requires a systemic risk assessment

• Discrimination and bias

• Prompt injection attacks

• Copyright / IP issues

• Personal data or sensitive code extraction

Systems with Systemic risks have more obligations 



DPD chatbot example

Overreliance 
(excessive trust and unsafe data entry) 

https://www.theguardian.com/technology/2024/jan/20/dpd-ai-chatbot-swears-calls-itself-useless-and-criticises-firm



Making AI ethical
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Microsoft’s principles of ethical AI



Google’s AI Principles



IBM’s AI explainability 360



10% Technology

20% the model (and Data)

70% people 
who choose the Process, Data, 
Tools, policies, procedures+ 
implement AI

What impacts the outcome of an AI system?



Roles of organizations working with AI

Downstream

Providers Deployers

Importers

Distributors

Upstream



The compliance process – decision tree

holisticai.com



EU AI Act: Provider obligations



Assessment



https://crfm.stanford.edu/2023/06/15/eu-ai-act.html

Stanford: grading the LLMs against the EU AI Act



Follow the 
Documentation

Human oversight Data and AI 
Governance to 

ensure trust

Proper logging
and monitoring

Transparent and 
clear information 

to users

Accuracy,
robustness, and 

security

Deployer obligations



AI Regulatory Sandboxes

All Member States must provide sandboxes within 24 months after entry into force

Goal: accelerate the go-to-market of innovative AI systems

• Development, Testing, Validation

• Simpler entry to all EU markets

WHAT is a regulatory sandbox?

• A controlled environment

• Relevant datasets (medical, financial)

• Methods and guides for best practices

• Experts with industry knowledge providing supervision



Sparkle’s role





Compliance process



Readiness assessment



Recap



WHAT is the focus of AI Act?

• Human-centric AI

• Risk-based classification of AI systems

• Trustworthy, non-discriminating solutions

WHY do companies need to comply with the AI Act?

• Organizations are using AI systems

• The need for trust and transparency is growing

• AI compliance provides framework that can accelerate innovation safely
• Fines and penalties

EU AI Act – the 4 W's



WHO must comply with the AI Act?

• Providers of AI systems;

• Distributors of AI systems;

• Importers of AI systems;

• Deployers of AI systems;

• Any third parties.

WHEN will the EU AI Act apply?

• Final approval expected Q2 2024

• Time to act:

• Unacceptable: 6 mo

• Penalties & GPAI requirements: 12 mo

• High risk obligations under Annex III: 24 mo

• High risk obligations under Annex II: 36 mo

EU AI Act – the 4 W's



Non-compliance with 
prohibitions: 
Up to €35M or 

7% of global AT

Non-compliance with 
other obligations: 

Up to €15M or 
3% of global AT

Supplying incorrect 
or incomplete 
information: 

Up to €7.5M or 
1% of global AT

For SMEs: 
whichever of the 
two amounts is 

LOWER

Final amount 
depends 

on circumstances 
of incident

Penalties for non-compliance



Limiting:

• Higher costs (human oversight, 

reporting, monitoring…)

• More bureaucracy might lead 

to a longer time-to-market

Accelerating: 

• Comprehensive AI framework

• Improved trust, e.g. investors and enterprises

• Capturing a single country’s market (in the 

EU) allows scaling to the whole EU

• Regulatory Sandboxes

All-in-all:

• Compliance is mandatory for most risk categories

• Obligations are shared between providers (e.g. model documentation) 

and deployers (e.g. human oversight)

• Obligations for generative AI lie primarily with 
providers of GPAI, not deployers (downstream)

Limiting or accelerating? 



Martin Karu
Data Expert

Contact

+372 5662 4031

martin.karu@sparkle.consulting

https://sparkle.consulting
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